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Introduction



The goal of this thesis is to explore methods for the vectorization of Java. The Java virtual machine does not take advantage of the vector-processing unit available in most of the CPU’s. Other languages (like Fortran and C/C++) are able to take advantage of these facilities because they do not make use of the more generic byte codes, generated by most java compilers.

1.1 Problem Statement

Given bytecodes that have been output by Java compiler, we wish to find a way to generate ahead of time compilation that enables the use of Vector processing Units, common in today’s CPU’s.

A series of experiments will be conducted to demonstrate the speed-ups that are available for the code that makes use of the SIMD architecture in the vector-processing unit. We anticipate speed-ups between 2 and 10 times depending on the communication overhead. 

1.2 Approach

    The vector-processing unit has a set of registers, which are often unused. There are several subroutine libraries available that are already tuned to take advantage of these instructions. Performance speed-ups could be achieved by using these registers for computation intensive methods.


The VECMATH class will be used for experiments and results. VECMATH class can be a classic example of a class with computation intensive methods and patterns such as loops and arrays [18], In PHASE-1 Java Native Interface will be generated for the VECMATH class (4 weeks), in PHASE-2 the VECMATH class library will be manipulated to use the Vector Processing Unit (8 weeks), In PHASE-3 wrappers for the VECMATH will be generated (6 weeks), In PHASE-4 all the invocations to VECMATH will be replaced with invocations referencing the manipulated VECMATH class (6 weeks). In PAHSE-5 experiments will be conducted to test the performance of the Vectorized class and speed-ups in execution will be measured (6 weeks).

1.3 Motivation

Modern CPU’s are equipped with Vector processing Units, which are additional set of registers, which are rarely used. As in the case of JAVA slow performance is an important drawback, as the Java Virtual machine does not know how to use these Vector Processing Units. In this thesis we plan to introduce explicit calls to the Vector Processing Units for computation intensive methods. This will compel the Java Virtual machine to use the Vector Processing Unit; considerable speed-ups in execution can be achieved. This will lead to improvement in performance of applications written in JAVA.

1.4 Related Work


Considerable research has been done to enhance Java performance. Java seems to have problems with the way it organizes and manages multidimensional arrays, which pose performance problems; customized array packages have been developed to address these problems. These arrays are used for high performance computing, they have their own set of invocations to perform array computing in optimized fashion [11, 13, 15, 17]. Exception management seem to add overheads to Java performance, techniques to eliminate unwanted exception have been proposed. In cases where exceptions are used in iterations, worst case in nested iterations; algorithms exist to modify the bytecodes, such that these iterations could be wrapped into a single exception, there by reducing the overheads, and contributing to performance speed-ups [4]. Since FORTRAN, C and C++ seem to perform better than java, techniques have been proposed to convert java source or bytecodes to native language, may be C, C++, ASSEMBLY or FORTRAN. Sometimes, profilers [18] are used to detect methods which are computational intensive, and use most of the execution time, such methods are converted to native code, wrappers are generated for such native and code and placed in the bytecodes, such that these invocations would use the native code, instead of the java code. Hybrid compilation models have been proposed, selection strategies are used there may be more than one method waiting to be translated to native code due to the concurrent execution, the decision as to which method must go first will effect the performance of the VM, such decisions are made on the basis of historical runs. On the other hand the selection could be made between JIT and interpretation [12, 20]. Other techniques include manipulation of the JIT to the working of the virtual machine [2]. Considerable research as to how the underlying hardware architecture could be used to enhance Java compilation techniques has been mentioned [1, 17]. Just In time compilation Heuristics have been proposed to manipulate bytecodes to take advantage of the hardware architecture organization. Such heuristics, target specific architecture like IA64 [9, 10]. Tools and algorithms exist which can automatically detect implicit loop parallelism and exploit them at bytecode level [3, 5, 6, 7, 8, 16].
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