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Abstract—In this work, we investigate state-retentive power
gating of register files for leakage reduction in multi-core pro-
cessors supporting multithreading. In an in-order core, when a
thread gets blocked due to a memory stall, the corresponding
register file can be placed in a low leakage state through
power gating for leakage reduction. When the memory stall
gets resolved, the register file is activated for being accessed
again. Since the contents of the register file are not lost and
restored on wakeup, this is referred to as state-retentive power
gating of register files. While state-retentive power gating in single
cores has been studied in the literature, it is being investigated
for multi-core architectures for the first time in this work. We
propose specific techniques to implement state-retentive power
gating for three different multi-core processor configurations
based on the multithreading model: (i) coarse-grained multi-
threading, (ii) fine-grained multithreading, and (iii) simultaneous
multithreading. The proposed techniques can be implemented as
design extensions within the control units of the in-order cores.
Each technique uses two different modes of leakage states: low
leakage savings and low wake-up latency and high leakage savings
and high wake-up latency. The overhead due to wake-up latency
is completely avoided in two techniques while it is hidden for
most part in the third approach, either by overlapping the
wake-up process with the thread context switching latency or by
executing instructions from other threads ready for execution.
The proposed techniques were evaluated through simulations
with multiprogrammed workloads comprised of SPEC 2000
integer benchmarks. Experimental results show that in an 8-core
processor executing 64 threads, the average leakage savings were
42% in coarse-grained multithreading, while they were between
7% and 8% for fine-grained and simultaneous multithreading.

Index Terms—CGMT, FGMT, SMT, Niagara, M5, in-order.

I. INTRODUCTION

Advances in integrated circuit (IC) technology have helped
the semiconductor industry to keep pace with Moore’s law for
over five decades. Due to technology scaling, the minimum
feature size has continued to shrink while the chip density as
well as the transistor performance have continued to improve.
Thus, it has been possible to build increasingly complex
processor architectures with larger on-chip caches operating at
higher clock frequencies. In recent years, however, increased
power dissipation of chips has emerged as a fundamental
barrier that has severely restricted the upward scaling of clock
frequencies for further performance improvement [1].

Apart from the benefits offered by technology scaling,
advances in architectural design techniques have further im-
proved the performance of microprocessors. Superscalar CPU
architectures with multiple functional units were developed
so that several instructions could be executed simultane-
ously within a single clock cycle. Deeper pipelines and dy-
namic scheduling to allow out-of-order execution of instruc-
tion streams within a single thread are employed to exploit
instruction-level parallelism in the program. However, several
complex hardware units such as branch predictors, issue logic,
reorder buffers, etc. are needed to implement out-of-order
execution, which in turn requires higher power and die area
budgets. It has been reported that, with the same process
technology, a new microprocessor design with performance
improvement of 1.5x to 1.7x results in 2x to 3x increase in
the die area and 2x to 2.5x increase in the power consumption
[2]. Thus, power efficiency has become the epicenter of all
design efforts from an architectural standpoint as well.

One of the major reasons for the increase in power dissipa-
tion of circuits is the drastic increase in the leakage currents
in the deep submicron and nanometer technologies. It has
been reported that threshold voltage and gate oxide scaling
cause about 3-5X increase in the subthreshold and gate leakage
currents per generation [3]. Thus, combating leakage power
dissipation has become critical in nanoscale circuits, besides
dynamic and short circuit power. In this work, we explore
reducing leakage power in multi-core processor architectures
in the context of various multi-threading configurations.

While the CPU performance has been measured in terms
of the execution throughput of the single thread, lately, an
alternate metric, referred to as throughput performance, has
been gaining more prominence. Throughput performance is
defined as the number of threads that can complete execution
within per unit time by utilizing multiple CPU cores to perform
more computations in parallel. A survey of commercially
available multi-core processors can be found in [4]. As power
dissipation continues to be an increasingly difficult challenge,
there has been a shift in the paradigm in terms of CPU design.
Instead of building a large and complex out-of-order processor,
the designers are building multiple simple in-order proces-
sors within the same chip area. Each of those simple cores
could further support the simultaneous execution of multiple
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threads resident within the core. Such multi-core systems are
commercially available applied in high-end servers, gaming
platforms and embedded processors. Niagara [5] and Niagara2
[6] are multi-core general purpose microprocessors from Sun
Microsystems used in high end servers that feature up to
eight in-order cores. While each core in Niagara is capable
of executing four threads, each core in Niagara 2 is capable
of executing eight threads simultaneously. Intel’s Larrabee
architecture [2] for visual computing uses in-order CPU cores
that support an extended version of the x86 instruction set.
Each core supports execution of four hardware threads. The
number of CPU cores is implementation-dependent. MIPS
1004K coherent processing system [7] is comprised of 1-4
multi-threaded cores, where each core is capable of executing
two hardware threads simultaneously.

In this work, we propose a class of runtime control tech-
niques for fine-grained state-retentive power gating in integer
register files to save leakage energy in multi-core processors
featuring in-order cores that support hardware multithreading.
In state retentive power gating, the registers retain their states
through the power gating period. In an in-order core, when a
thread gets blocked due to a memory stall, the corresponding
register file can be placed in a low leakage state through
power gating for leakage reduction. When the memory stall
gets resolved, the register file is activated for being accessed
again. While state-retentive power gating in single cores has
been studied in the literature, it is being investigated for multi-
core architectures for the first time in this work.

The remainder of this paper is organized as follows. We
review various hardware multithreading approaches and the
power gating technique in Section II. The related works in the
area of power gating applied to reduce leakage in processors
are discussed. Section III describes the motivation for this
work and a schematic overview of the proposed techniques.
Sections IV, V, and VI describe the control details of register
file power gating for different multithreading approaches. The
experimental setup and results are presented in Section VIII.
Some conclusions are offered in Section X.

II. BACKGROUND AND RELATED WORK

In this section, we present an overview of various hardware
multithreading approaches followed by the power gating tech-
nique. Previous works relevant to the problem being addressed
in this paper are also presented in this section.

A. Hardware Multithreading

Hardware multithreading is an approach which enables a
processor to support the simultaneous execution of multiple
threads. A processor that supports hardware multithreading is
called a multithreaded processor. Multithreading approaches
are categorized according to how they are implemented in
hardware [8] and are briefly described here:

1) Coarse-Grained Multithreading (CGMT): In this ap-
proach (Figure 1a), a thread uses all CPU resources until a
long latency event, like a cache miss, a long latency operation,
etc., occurs. Such an event causes a context switch and another
ready thread is switched in, which runs till it encounters a
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Fig. 1: Multithreading approaches: (a) coarse-grained multithreading
(CGMT); (b) fine-grained multithreading (FGMT); (c) simultaneous
multithreading (SMT); A 5-stage MIPS pipeline model is shown.

long latency event. This implementation has a context switch
latency associated with it. This is because, depending on the
pipeline stage where the long latency event is detected (e.g.,
I-cache miss happens in IF-stage but D-cache miss happens
in MEM-stage in a MIPS pipeline [9]), the instructions in the
preceding stages are squashed, while the instructions in the
succeeding stages are allowed to finish before the next thread
can be run. Each thread context has a private copy of the
register file, instruction fetch buffers, if any, and control logic
state, while the rest of the CPU resources are shared. This
approach is also known as blocked multithreading technique.

2) Fine-grained multithreading (FGMT): In this category
(Figure 1b), thread context switching happens at the boundary
of one of more clock cycles for ready threads (i.e. threads
that are not blocked due to long latency events). Each thread
context has a private copy of the register file and control
logic state, while the rest of the CPU resources are shared.
Instruction fetch-buffers may or may not be shared. FGMT is
also known as interleaved multithreading.

3) Simultaneous multithreading (SMT): In SMT
(Figure 1c), instructions from two or more threads are
scheduled simultaneously on different functional units
during the same cycle. SMT typically works on superscalar
processors that have hardware to support simultaneous
execution for two or more instructions in a single cycle.
Each thread context has a private copy of the register file,
instruction fetch buffers, interstage buffers, and control logic
state. The rest of the resources are shared.

B. Power Gating

Power gating is a multithreshold CMOS (MTCMOS) circuit
design technique that is widely used to reduce leakage power
during standby periods of circuit blocks [10]. In this technique,
a high threshold voltage (VT ) transistor, known as a sleep
transistor, is inserted between the actual ground and the circuit
ground, called the virtual ground, as shown in Figure 2. When
the circuit block is idle, the sleep transistor is placed in the
cut-off mode, thereby cutting off the standby leakage path
(due to stack effect) between the supply and the ground. The
circuit is referred to be in the sleep or inactive state. During
this state, the virtual ground charges up to a steady state

IEEE TRANSACTIONS ON COMPUTERS
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.



3

Fig. 2: Power gating with a footer sleep transistor.

value that is determined by the resistive divider formed by
the other transistors in the stack. To bring the circuit back to
the active state, the virtual ground is restored to its nominal
value by placing the sleep transistor in the saturation mode.
Since this requires discharging the virtual ground node to
actual ground, there is a wake-up latency associated with
it. Moreover, since the deactivation and activation of the
circuit block involves discharging and charging the output
capacitances of the internal circuit nodes, it restricts how often
the circuit block can be transitioned between the two states to
achieve overall energy savings. The period of time that the
circuit block should be kept in sleep state before bringing it
back to the active state so that the leakage energy savings
equals the dynamic power overhead incurred circuit activation
is known as the breakeven period [11].

The leakage reduction in circuits depend on the effective-
ness of power gating which in turn is impacted by long
wakeup latency and when the period of idleness is larger
than the breakeven period. To improve the effectiveness of
power gating, Singh et al. [12] proposed a better method
called intermediate strength power gating in which multiple
sleep states with different leakage levels and wakeup latencies
are used to trade off between leakage reduction and wakeup
latency. In our work, we use the intermediate strength power
gating technique for state retentive power gating of the register
files in the multi-core processors.

C. Related Work

Due to its runtime controllability and the magnitude of
leakage savings it achieves, power gating has been widely used
in reducing leakage in CPU components in both research and
commercial products. It has been applied to reduce leakage
in caches [13], [14] by partitioning them and putting one or
more partitions to sleep when they are idle. Its effectiveness in
reducing leakage in arithmetic functional units in CPU cores
has been explored in numerous works [11], [15]–[21]. More
recently, power gating has also been used as a primary power
management technique in modern commercial processors [22],
[23].

Although there is significant work reported in the literature
on leakage power reduction in functional units, very few works
in the literature have tried to address leakage reduction in
register files. A multi-banked register file design to improve
access speed and reduce total power is presented in [24],

while low-leakage register files with dynamic controls have
been proposed in [25], [26]. A state-retentive register file
designed for the ARM processor was fabricated using 65-nm
[27] technology just to study the leakage aspects of a register
file in general. While this is an important work in the context
of state retentive register file design for leakage reduction, the
impact of its application in the context of multi-core processors
has not been explored. Thus, our work described in this paper
is the first such attempt, to the best of our knowledge, at
investgating fine-grained leakage reduction in the context of
multi-core processor architectures.

III. PROPOSED APPROACH

The motivation for our work arises from the simple ob-
servation that, in an in-order CPU, when an instruction from
a particular thread encounters a pipeline stall, no further
instructions from that thread (i.e., following instructions in
program order) may be executed till that stall gets resolved.
Thus, the thread gets blocked and the hardware units that are
private to that thread could be placed in a low-leakage state.
When the pipeline stall is resolved, the thread gets ready to run
and those hardware units need to be brought back to the active
state from the low-leakage state so that they are functional
again.

As discussed earlier, the datapath components that are repli-
cated to support hardware multithreading are the register files
and buffer structures such as, instruction fetch buffers, load-
store buffers, and, in some cases, pipeline registers. Among
these, the register files are the largest in area and at the same
time are the leakiest. For example, the SPARC architecture
uses windowed integer register files with eight windows [5].
In the Niagara processor, each thread requires 128 registers for
the eight windows (with 16 registers per window) and another
32 global registers, which makes a total of 160 registers
per thread. Since, each SPARC core supports four hardware
threads, there are a total of 640 registers in each SPARC core.
Each register is 64 bits in size and there are additional bits for
implementing error correcting codes (ECC). This makes each
integer register file in the Niagara processor a 5 KB storage
structure. If this is compared with the L1 data cache, which
is private to each core in the Niagara processor and is 8 KB
in size, the register file has more than 60% of the storage size
of the L1 data cache. Thus, placing parts of the register files
in a low-leakage state during pipeline stalls appears to be a
very attractive option for saving over all leakage energy in a
processor core.

Another observation is that when multiple CPU cores are
required to be accommodated to build a multi-core processor,
the caches that are private to each core are shrunk in size
to fit the chip within a given area limit. This results in an
increase in the cache miss rates experienced by each core.
For instance, as mentioned earlier, each core in the Niagara
processor features an 8 KB private L1 data cache which results
in average miss rates of around 10% [5]. However, having four
threads to run on a single core hides the latencies in stalls due
to access misses from the L1 and L2 caches very effectively.
Thus, as the number of cores and the number of threads per
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core are increased, the fraction of time for which the integer
register files for each thread stays idle due to memory stalls
also increases.

The chip power breakdown for the Niagara [28] (Max 63 W
@1.2 GHz, 1.2V in 90 nm CMOS) and Niagara2 [6] (Max 84
W @ 1.4 GHz, 1.1 V in 65 nm CMOS) processors show that
the SPARC cores consume 27% and 31% of the total chip
power, respectively. The total leakage power is about 26%
and 22% of the total chip power, respectively. The rest of the
power is consumed primarily by the shared L2 cache and I/O.
However, the further breakdowns of the power consumption
of each core into its components are not published. Therefore,
we take the following approach to estimate the leakage power
contributed by the register file with respect to the total power
consumption of the SPARC core. The megacell specification
[29] for OpenSPARC T1 (open source version of Niagara)
indicates that the main components in each SPARC core are
the L1 data and instruction caches, the integer register file
sets (more than 60% in functional size of the L1 data cache),
and the integer ALU. The unified L2 cache and the floating
point unit are shared by all the eight cores. This indicates
that the functional size of the register file set in each SPARC
core is about 23% of the combined size of the L1 caches
and the register file set. We further reasonably assume that
the primary contributors of the leakage power in a core when
it is consuming its peak power rating are the L1 caches and
the register file set. It is estimated that the leakage power
is about 40% of the core dynamic power for multi-core
processors in sub 65-nm technologies [30]. According to the
above estimates, the component of leakage power consumed
by the register file set in each core is about 10% of the total
core power. The above calculation assumes that the number of
hardware thread contexts supported by each core is four (for
Niagara). If the number of TCs is increased beyond four (to
up to eight), this component is likely to be even larger.

To estimate the breakdown of the power consumption of
the register file in terms of dynamic and leakage components,
we take the following approach. We calculated that the per
thread register file activity factor is about 12% writes and 25%
reads averaged over all the number of register file reads and
writes over all the workloads. For the above activity factor,
using the power characterization tables published for 45-nm
Nangate D-flip-flops in the typical corner, we estimated that
the leakage power is about 71% of the total power consumed
by the register file. In the slow corner, the leakage power is
about 69%, while in the fast corner, the leakage power is about
82% of the total register file power.

It is important that any approach to reduce leakage based
on the stalls incurred by hardware threads meet two important
requirements:

1) The leakage reduction technique that is chosen to put
the register file to a low-leakage state should be state
retentive so that, when it is brought back to the active
state, its contents are preserved.

2) Every dynamic leakage reduction technique has a perfor-
mance overhead when transitioning between the active
and the low-leakage states. Thus, it is important to
ensure that the overhead does not negatively impact the

overall performance of the processor.
In this work, we apply state-retentive power gating to save

leakage in integer register files during memory stalls in mul-
tithreaded processor cores. Figure 3 illustrates the schematic
view of this approach for a core which supports execution
of four hardware threads. The fundamental idea is that when
a memory stall (cache miss) is detected, the running thread
either gets blocked or gets switched out and, therefore, its
register file is placed in a low-leakage state. Eventually, when
the stall gets resolved (following a cache line fill) the register
file is put back in the active state.

Fig. 3: Schematic view of the proposed approach.

An intermediate strength power gating technique presented
in [12] is applied to characterize 32 entry 64-bit integer register
file for leakage savings. The technique is also fine-grained in
that the wake-up latencies are between three and five clock
cycles (for a clock frequency of 1 GHz). We ensure that wake-
up latency associated with this technique is effectively hidden
by virtue of more than one thread sharing the CPU pipeline.
Further, the register files have two distinct low-leakage states
- one with lower leakage savings and lower wake-up latency;
and the other with higher leakage savings and higher wake-up
latency. Depending on the duration of the stall and the time
between when the stall gets resolved and the register file is
accessed again, it is placed is one of those low-leakage states.
This is elaborated in Figure 4. The register file is designed
to have two low-leakage states, sleep1 and sleep2. When an
L1 miss is incurred by an instruction from a particular thread,
that thread’s register file is placed in sleep1 state. If the L1
fill request further experiences an L2 miss, then the register
file is placed in the higher leakage savings state, sleep2 state.
When the L2 miss completes, the register file is brought back
to the sleep1 state. The wake-up latency, tw2, is overlapped
with the L1 fill latency and, thus, gets hidden. If, however, an
L2 miss is not experienced, it continues to stay in sleep1 state.
When the L1 miss completes, the register file is brought back
to the active state. The wake-up latency, tw1, is hidden very
effectively due to multiple threads running on the core.

The main contributions of this work are highlighted as
follows:

• We propose specific techniques to implement state-
retentive power gating for three different multi-core
processor configurations based on the multithreading
model: (i) coarse-grained multithreading (CGMT), (ii)
fine-grained multithreading (FGMT), and (iii) simultane-
ous multithreading (SMT).
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Fig. 4: Intermediate strength power gating.

• The proposed techniques can be implemented as design
extensions to the control units of the in-order processor
core, with incurring negligible control overhead.

• The overhead due to wake-up latency is completely
avoided in two techniques while it is hidden for most
part in the third approach, either by overlapping the wake-
up process with the thread context switching latency or
by executing instructions from other threads ready for
execution.

IV. REGISTER FILE POWER GATING IN CGMT APPROACH

In the CGMT approach, whenever a thread is switched,
there is a multiple cycle penalty incurred due to the context
switching process. The penalty is due to either squashing (or
rolling back) of instructions from the pipeline or draining of
the pipeline following an event that triggers the context switch.
For instance, when a thread encounters a data load miss, all
the instructions in the pipeline following the load instruction
are squashed before a ready thread could be switched in.
Conversely, in the case of an instruction fetch miss, all the
leading instructions in the pipeline are allowed to finish before
the next ready thread is switched in. In both the cases, bubbles
are inserted into the pipeline that negatively affects the pipeline
performance. A direct approach to avoid this switch penalty
is to have copies of the pipeline registers at each stage,
which results in increased area and complexity of the CPU
core. However, for short pipelines, the context switch penalty
is only a few cycles and the additional hardware does not
justify the small improvement in performance (for e.g., IBM
Northstar/Pulsar [9]).

In this section, we describe the timing details involved in
putting an integer register file in and out of low-leakage state
following a memory stall. The wake-up latency of the register
file is completely overlapped with the thread switch latency
discussed above. We consider a CGMT model in which thread
context switching happens only during instruction fetch misses
(referred to as fetch misses in the remainder of the text) and
data load misses (referred to as load misses in the remainder of
the text). Also, the CPU pipeline is modeled around a MIPS
pipeline with instruction fetch (IF), instruction decode (ID),
execute (EX), memory (MEM), and writeback (WB) stages.

However, the register file is read during the first cycle in
the EX-stage and then dispatched to the arithmetic functional
units.

A. Power Gating Control During Fetch Miss

Figure 5 illustrates the scenario and explains the timing
details of putting a register file to sleep following a fetch miss.
The figure shows the state of the pipeline during clock cycle
c, when thread T1 is running while thread T2 is in the ready
state. The scenario described in this figure assumes that:

1) T2 was switched out earlier following a fetch miss and
was eventually put back in the ready state after its fetch
miss completed.

2) T2’s register file is currently in a low-leakage state and
needs 3 cycles to wake up before it can be accessed.

3) All the stages of the pipeline are busy executing T1’s
instructions, Ik−4 to Ik.

While fetching Ik, an instruction fetch miss is encountered
following which T1 starts to drain in cycle (c+1). This is done
so that instructions Ik−4 to Ik−1 finish before a thread context
switch happens. During this draining period, T1’s register file
needs to be active so that reads and writes may be performed
to it. Assuming that no other instruction in the pipeline gets
stalled, the last instruction, Ik−1, finishes in cycle (c + 3).
During this cycle, T2’s register file is signaled to wake up. In
cycle (c + 4), thread T2 gets switched in and it starts to fetch
instruction Ij , while T1’s register file is put to sleep. By the
time Ij reaches the EX-stage in cycle (c+6) and accesses T2’s
register file, it is already in active state. The wake-up latency is
overlapped with the context switching latency and, therefore,
the pipeline does not incur any stalls due to the unavailability
of the register file.

Eventually, as shown in Figure 6, T1’s fetch miss completes
at cycle (c + m) and T1 switches in to the ready state.
Then, we can consider waking up T1’s register file. Two
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Fig. 5: Timing details for putting register files to sleep following an
instruction fetch miss.
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c+m

T1’s fetch 
miss 
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c+n+1

T1 resumes execution from instruction I(k)

c+n

T1’s regfile will be accessed earliest in cycle c+n+3 in EX−stage (3 cycle wakeup)

Eventually, T2 encounters a fetch miss and finishes draining

T1 becomes
ready to run
from being 
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T2’s regfile
is put 
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T1’s regfile
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Fig. 6: Wake-up details of T1’s register file if the pipeline is busy
when its fetch miss completes.

possible scenarios occur: (1) T2 is currently running; (2) T2

is switched out and the pipeline is currently idle. In scenario
1, there is no need to wake up T1’s register file because T1

will get to run only after T2 gets switched out following a
memory stall (assume a fetch stall again). This situation is
shown in Figure 6, when at cycle (c+n), T2 finishes draining
following a fetch stall and gets switched out. T1’s register file
is signaled to wake-up during this cycle. During the next cycle,
T1 resumes execution from Ik, which would need to access
the register file earliest during the EX-stage. This allows the
3-cycle wake-up period to for T1’s register file. In scenario 2
(Figure 7), however, T1 gets to run right after the fetch miss
completes because T2 is switched out and the pipeline is idle.
Therefore, T1’s register file is signaled to wake up at cycle
(c + m). Since T1 resumes execution (from instruction Ik) at
cycle (c + m + 1), T1’s register file does not get accessed till
cycle (c + m + 3) when it reaches the EX-stage. In 1, T1’s
register file stays in a low-leakage state for (n − 5) cycles,
while in 2 it stays in a low-leakage state for (m − 5) cycles.

B. Power Gating Control During Load Misses

During data store misses, the thread need not stall as long as
the result of the store instruction can be placed in a store buffer
(unless the store is part of a specialized atomic instruction).
However, during a data load miss, the thread gets stalled and

c+mT1’s fetch 
miss 

completes

I(k)c+m+1

T1 resumes execution from instruction I(k)

T1’s regfile will be accessed earliest in cycle c+m+3 in EX−stage (3 cycle wakeup)

If T2 is also in a switched out stage,
then T1’s regfile is signaled to wake up  

T1 becomes
ready to run
from being 

switched out

T2’s regfile
is put 

to sleep 

T1 starts
running

IF ID EX MEM WB

Thread T2Thread T1

cycle

Fig. 7: Wake-up details of T1’s register file if the pipeline is idle after
its fetch miss completes.

it starts the transition process towards being switched out.
At the same time, its register file is placed in a low-leakage
state. In case, a newly switched in thread always starts from
the IF-stage (as in Niagara), then the wake-up latency of the
register file can be hidden with the number of cycles that the
instruction takes to traverse from the IF-stage to the EX-stage.
However, if the load instruction that encounters the load miss
is placed in a load buffer in the MEM-stage so that it may
resume execution as soon as the load miss gets processed, then
efforts are need to hide the wake-up latency. Load instructions
write into the register file during the W-stage, and, therefore,
the register file needs to be in active state before it can be
written into.
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ning, while
T2 is ready

to run

Instruction I(k−4) finishes, 
while I(k−3) is marked pending
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a load miss
for I(k−3)

Instructions
I(k−2) to I(k)
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I(k) I(k−1) I(k−2)

I(k−3)

T2’s regfile
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I(j)

I(k−3)

Eventually, T1’s load miss completes

Load miss

Thread T2Thread T1

cycle

Fig. 8: Timing details for putting a register file to sleep following a
data load miss.

Figure 8 shows the register file sleep strategy following a
load miss. As in Figure 5, this figure also shows the state of
the pipeline during clock cycle c, when thread T1 is running
and thread T2 is in the ready state. The scenario described in
this figure assumes that:

1) T2 was switched out earlier following a fetch miss and
was eventually put back in the ready state after its fetch
miss completed.

2) T2’s register file is currently in a low-leakage state and
needs 3 cycles to wake up before it can be accessed.

3) All the stages of the pipeline are busy executing T1’s
instructions, Ik−4 to Ik.

Following a load miss encountered by thread T1 while
executing instruction Ik−3 in the MEM-stage, instructions
Ik−2 to Ik are squashed in cycle (c+1), while Ik−3 is placed
in the load buffer. Since T2 will be switched in to be executed
during the next cycle, its register file is signaled to wake up,
while T1’s register file is put to sleep. In cycle (c + 2), T2

resumes execution by fetching instruction Ij , which does not
access the register file till cycle (c + 4), thereby giving it the
adequate number of cycles to become active.
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from the load buffer to the functional unit that needs it as an operand

IF ID EX MEM WB

Thread T2Thread T1

cycle

Fig. 9: Timing details for waking up T1’s register file from sleep after
its load miss completes and it gets ready to run.

Eventually, when T1’s load miss completes during a later
cycle, say (c + m), T1 transitions from switched out state to
the ready state. Again, the decision to wake up its register
file depends on whether T2 is running (condition shown in
Figure 9) or is switched out. In the former case, the register
file is signaled to wake up when T2 eventually encounters a
stall (a load miss this time) and gets switched out (cycle (c+n)
in Figure 9). In the following cycle, cycle (c+n+1) as shown
in the figure, T1 resumes execution from Ik−2 in IF-stage and
Ik−3 in W-stage. Since a load instruction needs to write into
the register file in the W-stage, it is stalled for three cycles
to allow the 3-cycle wake-up latency needed by the register
file. This timing also coincides with the earliest cycle that T1’s
register file need to be accessed by Ik−2 (when it reaches the
EX-stage). If, however, there is a read-after-write (RAW) data
dependency between Ik−3 and Ik−2, then the result of the load
operand is forwarded to the functional unit that needs it as a
operand to execute instruction Ik−2.

V. REGISTER FILE POWER GATING IN FGMT APPROACH

In contrast to the CGMT approach, FGMT and SMT
approaches do not typically suffer from multiple cycle thread
switch penalties. This is because, in these approaches, each
pipeline stage processes one or more instructions from mul-
tiple threads. If an instruction from a thread encounters a
stall, no further instructions from that thread are fetched to
be dispatched to the pipeline. Instead, instructions from one
or more of the ready threads are fetched and processed. The
policy to select a thread to fetch from may vary across designs.
For instance, Niagara uses round-robin (RR) policy to select
one thread among a list of ready threads, while Niagara2
implements a least recently fetched (LRF) policy to do the
same. As long as there are ready threads available to the CPU,
no bubbles are inserted into the pipeline. This very idea is

c

T1
encounters

a fetch 
miss Fetch miss  

T1 gets 
switched out

c+1
T1’s register
file is put to 

sleep

T1’s register 
file might be 

written into in 
the W−stage  

When, T1’s fetch miss completes, it transitions from blocked to ready.

c+m
T1’s regfile
is signaled
to wake up

c+m+1

T1’s regfile will be needed earliest in cycle c+m+3

T1 can 
resume

execution
right away

T1’s
fetch miss
completes

Thread T2Thread T1 Thread T4Thread T3

IF ID EX MEM WB

cycle

Fig. 10: Timing details for putting a thread’s register file in and out
of low-leakage state following a fetch miss in FGMT.

utilized to hide the wakeup latency of the register files when
they are transitioning from the low-leakage state to the active
state.

A. Power Gating Control During Fetch Miss

A CPU that is designed to support the FGMT approach,
fetches an instruction from a new ready thread each cycle and
dispatches it to the pipeline. Figure 10 illustrates the timing
details of putting a thread’s register file in and out of low-
leakage state following an instruction fetch miss. It is assumed
that the CPU has 4 hardware threads, T1−4, and a round-robin
fetch policy is implemented. The pipeline contents are shown
for clock cycle c. Instruction from all four threads are currently
being processed by the different stages in the pipeline when
an instruction from T1 encounters a fetch miss. Therefore, in
the next cycle, (c+1), one of the ready threads is selected (T2

in the figure) and an instruction from that thread is fetched.
The decision to assert the sleep control to T1’s register file
depends on whether there are any instructions belonging to
T1 in the pipeline and require to access the register file. For
instance, as shown in the figure, one of T1’s instructions is
in the W-stage in cycle c. Therefore, it is imperative that the
register file be active till that instruction finishes writing into
the register file. In this case, T1’s register file is put to sleep
at the end of cycle (c + 1).

Eventually, when T1’s fetch miss completes at cycle (c+m),
it becomes ready to run. T1’s register file is signaled to wake
up right away. Assuming that it is indeed selected by the thread
scheduler in the next cycle, i.e., cycle (c+m+1), it will access
T1’s register file earliest in cycle (c+m+3), thereby providing
for the 3-cycle wake-up latency.

B. Power Gating Control During Load Miss

In FGMT processors, when a load miss is detected for
an instruction from a thread, all the instructions following
the load instruction in the pipeline are squashed (or rolled
back to the instruction buffer). However, since in each cycle
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new instruction. If there is a RAW hazard between the two T1’s instructions, data
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is stalled for
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When, T1’s load miss completes, it transitions from blocked to ready

Thread T2Thread T1 Thread T4Thread T3

IF ID EX MEM WB

cycle

Fig. 11: Timing details for putting a thread’s register file in and out
of low-leakage state following a data miss in FGMT.

a different thread is dispatched to the pipeline in an FGMT
approach, the number of instructions squashed is expected to
be much smaller than that in the case of CGMT. The load
instruction itself may also be squashed or it may be marked
pending at the MEM-stage (in a load buffer). The choice of
implementation here impacts the wake-up strategy applied to
wake up the register file for a stalled thread when its load
miss completes. In the former case (as in Niagara), the wake-
up latency of the register file is overlapped with the number of
cycles that the instruction takes to reach the EX-stage from the
IF-stage (described earlier in Section IV-B). However, in the
latter case (shown in Figure 11), the writeback to the register
file is deferred for additional cycles (2 cycles in the figure)
to account for the wake-latency. If there is a RAW hazard
between the two T1’s instructions in the pipeline, then data is
forwarded from the load buffer to the consuming instruction
when it reaches the EX-stage.

VI. REGISTER FILE POWER GATING IN SMT APPROACH

We model a simultaneous multithreading in-order core
processor [2], [31], in which each pipeline stage is capable of
processing multiple instructions from distinct threads during
the same clock cycle. To support this capability, each pipeline
stage is equipped with stage buffers for each thread context.
Once an instruction is processed by the stage, it is placed in the
stage buffer for its thread context for the next stage to process
it in a subsequent clock cycle. However, if an instruction gets
stalled at a stage due to a multicycle latency operation, like an
integer multiplication or a memory stall, it is marked blocked
or unavailable till the operation finishes. Along with that, all
the instructions from that thread in all the preceding stages are
also marked blocked. Each stage picks up instructions from
only ready threads to process during a clock cycle.

Fig. 12: Schematic view of a pipeline organization to support SMT
in in-order cores.

Figure 12 shows the schematic view of this structure. It
shows a snapshot of two back to back stages of the pipeline,
Sk−1 and Sk. Sk−1 processes instructions from threads T3

and T4 and places them in their respective thread buffers in
that stage. Sk, on the other hand, picks up instructions from
threads T1 and T4 from Sk−1’s stage buffers, processes them,
and places them in their respective thread buffers in this stage.
Thread T2 is shown to have been marked as unavailable (the
circular shape in the figure) or stalled in Sk−1 because it is
currently performing a multicycle latency operation. Also, an
instruction from T3 cannot be processed by Sk since the buffer
for thread T3 is full in this stage.

In this SMT core, placing the register file in and out of the
low-leakage state during both fetch misses and data misses is
very similar. Once a miss is detected, the thread is marked
blocked in all the stages in the pipeline so that the register
file may be put to sleep immediately. Note that this is different
from the regular case in which the thread is marked blocked
only in the preceding stages. When the miss completes, the
register file is signaled to wake up but the thread is marked
ready only after a few additional cycles to account for the
wake-up latency of the register file. As long as there are
instructions from other ready threads in the pipeline, the
additional blocked cycles do not result in any performance
degradation.

VII. DISCUSSION

A summary of the proposed techniques for CGMT, FGMT,
and SMT cores is presented in Table I. In the CGMT approach,
the wake-up latency of the register files is overlapped with the
latency associated with the latency of thread context switching.
It can also be observed that, since no more than one thread
is active simultaneously, the register files for all the other
threads, irrespective of whether they are stalled or ready, may
be kept in low-leakage states. Thus, as the number of threads
are increased in a CGMT approach, it is expected that the
leakage savings in the register files also increase linearly. On
the other hand, in the FGMT and SMT approaches, multiple
threads are simultaneously active in the CPU at the same time.
Therefore, the leakage savings achieved in these approaches
are not expected to scale with the number of hardware thread
contexts supported by the CPU. Instead, they are expected to
be proportional to the fraction of the time that the threads
spend waiting on memory stalls.
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TABLE I: A Summary of the proposed techniques
Control Feature CGMT FGMT SMT

Sleep after a fetch miss Wait till the pipeline drains
Wait till there are no instructions
from the target thread in the
pipeline

Immediately; block all the
instructions belonging to this
thread in the entire pipeline

Wake up after the fetch miss
completes

When the thread gets switched in
(its state changes from ready to
run)

As soon as the fetch miss
completes

As soon as the fetch miss
completes

Performance degradation due to
wake-up overhead

Zero cycles; the thread resumes
execution from the IF-stage

Zero cycles; the thread resumes
execution from the IF-stage

Best case is zero; there are
instructions available from other
threads. Worst case is wake-up
latency number of cycles;
otherwise.

Sleep after a load miss
Immediately; any following
instructions in the pipeline are
squashed

Immediately; any following
instructions from that thread in the
pipeline are squashed

Immediately; block all the
instructions belonging to this
thread in the entire pipeline

Wakeup after the load miss
completes

When the thread gets switched in
(its state changes from ready to
run)

As soon as the load miss completes As soon as the load miss completes

Performance degradation due to
wake-up overhead

Zero cycles; either the load
instruction or the instruction
following the load resumes
execution from the IF-stage.

Zero cycles; either the load
instruction or the instruction
following the load resumes
execution from the IF-stage.

Best case is zero; there are
instructions available from other
threads. Worst case is wake-up
latency number of cycles;
otherwise.

Further, in the CGMT and FGMT cores, the latency of
putting a register file from a low-leakage state to the active
state can be overlapped completely, thereby not having to incur
any performance overhead. However, for the SMT cores, per-
formance degradation can happen when there are not enough
ready threads in the core and keeping a thread blocked for the
additional cycles inserts bubbles into the pipeline. However,
the likelihood of this scenario can be reduced by increasing
the number of threads that the SMT core is able to support.

A. Control Overhead

The techniques proposed for controlling the sleep and wake-
up of the register files impose a small overhead on the control
logic in terms of the logical complexity involved. This is
because for the following reasons:

• No additional thread states are required by the control
logic to support the proposed techniques. In a CGMT
core, a thread is one of running, ready, switched out,
and blocked. In FGMT and SMT cores, each thread is
in one of running, ready, and blocked states. In CGMT,
the wake-up of a register file is initiated as soon as the
corresponding thread transitions from ready to running.
In FGMT, the wake-up is initiated when the thread
transitions from blocked to ready state. Only in the SMT
approach, a thread is not allowed to transition from
blocked to ready state till its register file is active. This
would typically be an additional 1-2 cycle because, after
the cache fill is serviced, it usually takes 1-2 cycles for
the instruction or the data to be forwarded to the fetch
buffer or the load buffer, respectively [7], [32].

• The pipeline drain and squash mechanisms are already
implemented in the control logic to support multithread-
ing.

• Data-forwarding, which is used to supply the result of a
load instruction to a following instruction that has a RAW
dependency on that instruction, is also a very common
technique that is supported in almost any microprocessor
core.

VIII. EXPERIMENTAL SETUP AND RESULTS

In this section, we describe the experimental setup used
in this work to evaluate the effectiveness of the proposed
techniques in multi-core processors.

A. Integer Register File Characterization

For the purpose of estimating leakage characteristics and
the latency of a register file with intermediate-strength power
gating, we consider a 32-entry 64-bit flip-flop based NOR-
decoder register file (without any error correction code bits)
with two read ports and one write port in 45nm FreePDK
technology [33]. The layout design of a D-flip-flop from
the Nangate 45 nm open cell library [34] was extended
to include the two read ports and one write port. Instead
of laying out the entire register file and then extracting a
spice netlist with global parasitics, spice netlists with local
parasitics for a 1-bit flip-flop based cell, 1-bit NOR-decoder
slice, and the sleep transistor cells were extracted using the
RC extraction tool, Calibre by Mentor Graphics. The extracted
spice modules were structurally instantiated in spice to emulate
a cell-based extraction supported by Calibre. The read/write
latency, steady-state leakage, wake-up latency, and breakeven
period characterization of the register file was performed using
spice simulations using HSPICE. To measure the write latency,
200 randomly chosen 64-bit vectors were used to write into
written into 200 randomly chosen entires in the register file.
For each of the 200 instances of the writes, 100 entries were
read on each of the two read ports to measure the read latency.
The average latency was then computed as the arithmetic mean
of the latencies over all the simulation runs. The average
access latency was computed to be 0.89 ns using devices
in the typical corner. The supply voltage, VDD was set to
1.1 V and operating temprerature was set to 25◦ C. The
steady-state leakage was computed by setting the virtual VSS

to about 170 mV for leakage state sleep1 and about 250
mV for leakage state sleep2 for each of the 200 functional
states of the register file desribed above. We obtained steady-
state leakage reductions of 36% and 52%, respectively. The
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wake-up latency and the breakeven period were computed by
performing a transient analysis after asserting the gate of the
sleep transistors again for each of the 200 functional states of
the register file described above. Their wake-up latencies, for
a clock frequency of 1 GHz, were set at 3 cycles and 5 cycles,
respectively. The breakeven periods were shorter than the
wake-up latencies. These leakage reduction and the wake-up
latencies, tabulated in Table II, are used in the experimentation
phase with the architectural simulator, which is described in
Section VIII-B.

TABLE II: Register File Leakage States
Leakage Normalized Wakeup Latency

State Leakage (1 GHz Clock)
active 1 -
sleep1 0.64 3 cycles
sleep2 0.48 5 cycles

B. Processor Configurations and Workload Details

We used the M5 simulator [35] for modeling the multi-
core processors featuring multithreaded CPU cores. The M5
simulator supports four different CPU models to provide
simulation platforms for functional and detailed simulations.
Among them, O3CPU models a detailed out-or-order pro-
cessor core and the InOrderCPU models a detailed in-order
processor core. The in-order code has some default support
for both CGMT and SMT models. It was further extended to
provide comprehensive support to model the multithreading
approaches described in this paper. Since the M5 simulator,
particularly the in-order code, currently has the comprehensive
support for the DEC Alpha ISA in syscall emulation mode, we
run all our detailed simulations for the Alpha ISA. However,
we model the multi-core multithreaded processors based on
the Niagara 1 core, which is a SPARC processor, without the
floating point hardware.

TABLE III: SPEC 2000 Integer Benchmarks
Name Dynamic Instruction Count (Millions)
vpr 17.6
gap 44.8
vortex 88.3
twolf 91.9
eon 94.0
crafty 94.4
gcc 96.8
mcf 188.6
perlbmk 200.6
parser 267.8
gzip 601.9

- The dynamic instruction counts are for the small
reduced (smred) input sets [36].
- Benchmark bzip2 is not shown because it does
not have an smred input set.

Table III enumerates the integer benchmarks from the SPEC
2000 benchmark suite and their dynamic instruction counts
for the small reduced (smred) input sets [36]. The binaries are
tru64 binaries (COFF version 3.11-10) built with optimization
levels O2 and O3. We took the following approach for creating
the multiprogrammed workloads [37]. A multiprogrammed
workload for a n-core processor, such that each core is m-
way multithreaded, comprises of n · m SPEC 2000 inte-
ger programs. In our experimentation, n ∈ 2, 4, 8, while
2 ≤ m ≤ 8 (Table IV). Since 11 of the 12 SPEC2000

integer benchmarks (excluding bzip2) are chosen, there are(
11

m

)
ways to construct a multiprogrammed workload for one

processor such that all the binaries are distinct. All distinct
binaries were chosen to create each workload to avoid the
same dynamic runtime characteristics for two or more threads
running on the same core. Since the simulation runtime is
proportional to the total number of instructions simulated, the
number of simulations was determined based on the workload
size, in terms of the number of binaries. For workloads of size
40 or greater (i.e., for 8-core processor and 5-way to 8-way
support for multithreading), 4 simulation runs were performed.
For workloads of size 16 or more up to 32, 8 simulation
runs were performed. For the rest of the workload sizes, 12
simulation runs were performed. The harmonic means were
computed for the IPC and cache miss rates over all the
simulation runs, while arithmetic means were computed for
the leakage energy dissipated and saved (with and without
power gating). Each simulation was run till the first thread
finished execution.

We configure a number of multi-core processors comprising
of in-order CPU cores by varying the number of cores, the
number of hardware contexts that each core supports, and
a number of L1 and L2 cache parameters. The processor
parameters are tabulated in Table IV. The number of cores
is either two, four or eight. The number of hardware threads
that each core supports is scaled from two to eight in case of
CGMT, from three to eight in case of FGMT, and from four
to eight in case of SMT. We cap the number of threads per
core at eight threads because the cost growth for supporting
additional hardware threads is linear up to around eight threads
but is superlinear after that [38].

The in-order cores have simple specifications. In case of
CGMT and FGMT, the cores can process at most one instruc-
tion each cycle in each of its pipeline stages, while, in the case
of SMT, the cores can process two. Therefore, we provide two
integer ALUs to each core in case of SMT but only one integer
ALU to the cores in case of CGMT and FGMT. The count
of integer multipliers, however, is the same (one) for all the
cores. The execution latencies of the integer ALU and integer
multiplier are 1 cycle and 3 cycles, respectively. Furthermore,
we model a fully pipelined integer multiplier so that integer
multiply instructions that are not data dependent on each other
may be issued every clock cycle. The clock frequency is

TABLE IV: Multi-core Processor Parameters
Parameter Multithreading Approach

CGMT FGMT SMT
Clock 1 GHzSpeed

Number 2, 4, and 8of Cores
Number of 2-8 3-8 4-8Contexts

Pipeline
1 1 2Bandwidth

(in insts/cycle)
Functional 1 int ALU 1 int ALU 2 int ALU

Units 1 int Mult 1 int Mult 1 int Mult
Load/Store/Fetch 1 per threadBuffers

Fetch Select Round-robinPolicy
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uniform (1 GHz) across all the processor configurations. Each
core has one load buffer, one store buffer, and one fetch buffer
per thread. The policy to select a thread to fetch instructions
from is set to round-robin.

TABLE V: Memory Access Latencies
Memory Unit Access Latency
L1 D-cache 1 cycle
L1 I-cache 1 cycle

L2 cache (shared) 10 cycles
Physical Memory 30 cycles

TABLE VI: L1 D-cache and I-cache Parame-
ters

Size 2 cores 4 cores 8 cores
64 KB 32 KB 16 KB

Set 2 TCs 3-4 TCs 5-8 TCs
Associativity 2 4 8

MSHRs as many as the number of TCs

TCs - Thread Contexts

The cache parameters are tabulated in Tables V, VI, and
VIII-B. We set the cache parameters based on the specifica-
tions of the Niagara series of processors. The hit latencies
for the private L1 caches (both I-cache and D-cache) and the
shared L2 cache are set to 1 cycle and 10 cycles, respectively.
The physical memory access latency is set to 30 cycles. The
cache line size for each cache is set to 64 bytes. As the number
of cores are increased, the private L1 caches are reduced in
size to have larger shared L2 caches. Therefore, while the L1
cache size is scaled down from 64 KB to 16 KB as the number
of cores is increased from 2 to 8, the size of the L2 cache is
scaled upward between 2 MB and 8 MB based on the number
of cores and the number of thread contexts (Tables VI and
VIII-B).

TABLE VII: L2 Cache Size (in MB)/Set Associativity/MSHR Count
Number Number of Cores

of Threads 2 4 8
2 2/4/4 3/6/6 4/8/8

3-4 3/6/6 4/8/8 6/12/12
5-8 4/8/8 6/12/12 8/16/16

When the number of cores and the number of thread
contexts increase, the set associativity for both L1 and L2
caches are increased to reduce the number of conflict misses
(Tables VI and VIII-B). The number of Miss Status Handling
Registers (MSHRs) in the L1 caches is also increased with the
number of thread contexts to allow at most one outstanding
L1 cache miss per thread (Table VI). The MSHR count for
the L2 cache is dependent on both the number of cores and
the number of thread contexts (Table VIII-B). During the
simulations, the caches are warmed up for the first 100,000
cycles.

C. Results

The instructions per cycle (IPC) counts for the workloads on
the different multi-core processor configurations are plotted in
Figures 13a, 13b, and 13c. The IPC for CGMT cores ranges
between 0.41 and 0.52, while for FGMT cores the IPC is be-
tween 0.61 and 0.68. This marked difference is primarily due
to the fact that the FGMT approach is very effective in hiding
stalls due to both long latency events (for e.g., cache misses)
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Fig. 13: Average instructions per cycle (IPC) count per core for the
different multithreading approached

and short latency events (branch resolution, data dependency
resolution, etc.). However, CGMT switches threads to hide
stalls only due to long latency events. Moreover, the thread
switch penalty in CGMT cores may be more than one cycle,
whereas, in FGMT cores, this penalty is exactly one cycle
as long as there are ready threads available. The IPC counts
for the SMT cores are in the range of 0.91 and 1.22 because
the pipeline width for the SMT cores is double of that of the
CGMT and FGMT cores. For the same number of threads, the
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Fig. 14: Average IRF leakage energy savings for CGMT cores

IPC reduces as the number of cores are increased because the
L1 cache sizes become smaller. It can also be observed that
while the IPC counts for the CGMT and FGMT cores tend to
saturate as the number of thread contexts is increased to eight,
the IPC for SMT cores increase more linearly indicating that it
could support more threads before its performance levels out.
It should be noted that the IPC drops when the number of cores
are increased because the L1 cache size reduces (Table VI).
However, to make sure that the drop in performance is not too
dramatic, the size of the shared L2-cache is increased as the
number of cores is increased. It should also be noted that the
IPC values plotted in Figures 13a, 13b, and 13c are per core.
So, for instance, the average IPC for the 8-core processor with
each core executing 8 threads is 0.62× 8 = 4.96, whereas the
same for a 2-core processor is 0.68 × 2 = 1.36.

The leakage savings in the integer register files in CGMT
cores is shown in Figure 14. As expected, the savings in the
CGMT processors scale very well with the number of thread
contexts. For 2 thread contexts, the savings are in the range
of 0.9% to 2.9%, while, for 8 thread contexts, the savings are
between 22% and 42%. This is because, in a CGMT approach,
only a single thread context is active at a time in the entire
pipeline till it experiences a long latency stall. Therefore, the
register files for the rest of the thread contexts, irrespective of
whether they are ready or stalled, may be put to sleep.

In contrast to this, in the FGMT and SMT approaches, in-
structions belonging to different thread contexts are processed
by different pipeline stages. Therefore, the savings do not scale
with the number of thread contexts but instead are proportional
only to the fraction of the time that is spent by the threads
waiting on memory stalls. For FGMT cores, the leakage
savings range from 0.8% to 2.02% for 3 thread contexts and
3.09% - 7.8% for eight thread contexts (Figure 15a). The total
latencies of L1 D-cache read misses, L1 I-cache read misses,
and L2 read misses (normalized over the total number of CPU
cycles) averaged over the number of threads are plotted in
Figures 15b, 15c, and 15d. For 4 TCs, as the number of cores
is varied between 2, 4, and 8, the L2 cache size is set as 3
MB, 4 MB, and 6 MB, respectively. However, for 5 TCs, the
sizes are 4 MB, 6 MB, and 8 MB, respectively. Therefore,
the capacity miss rate in case of 5 TCs is lower than that for
4 TCs. Further, the set-associativity and the MSHR count for

the L2 cache are also increased when the number of hardware
thread contexts increases from 4 to 5. Due to this, the conflict
misses reduce and the total outstanding cache misses that the
processor can support increase as the number of TCs increase
from 4 to 5. This the reason why the leakage savings for 4 TCs
is more than those for 5 TCs. However, as the number of TCs
varies from 5 to 8, the leakage savings increase monotonically.

For SMT cores, the leakage savings range from 1.02% to
2.23% for 4 thread contexts and 2.97% - 7.27% for eight
thread contexts (Figure 16). The degradation in performance
due to the proposed technique in SMT cores was calculated by
counting the number of cycles when an instruction could not
be processed by a pipeline stage because the register file was
not awake. For SMT cores, the degradation was 0.023% in
case of a 8-core processor with each core executing 8 threads.
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X. CONCLUSIONS AND FUTURE WORK

In this work, we synchronize the sleep of a register file
private to a thread with the unavailability of that thread and
the wake-up with the readiness of that thread to run. This is
because the integer register file is accessed very frequently by
integer applications. In the future, we would like to extend
this work to in-order cores with floating point register files.
Floating point applications use both integer and floating point
register files and, therefore, the patterns of accesses to these
units may provide more opportunities of power gating the
register files. distributed between the two register files. For
instance, when a thread gets ready to execute after its stall
gets resolved, it may need to access only one of the register
files before the other. This means that the latter register file
has more time to wake-up than the former. Further, in floating
point applications, there are regions that are primarily integer
computation-intensive. When the application is executing in
such regions, the floating-point register file and even floating
point hardware units may be put to sleep for much longer
periods. Therefore, the fundamental approach that is at the
core of the techniques proposed in this paper will result in
conservative savings if directly applied in the case of floating
point register files.

In the future, we will also extend this work for parallel
applications. Parallel programs use atomic instructions for
synchronization purposes that gives ride to additional con-
cerns. Special considerations have to be made for atomic
instructions because they induce cache coherence issues. In
this work, we use multiprogrammed workloads that have
mutually exclusive address spaces. Due to this reason, the
techniques proposed in this work do not put register files to
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(b) Data read miss latency per thread for FGMT cores
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(c) Instruction fetch miss latency per thread for FGMT cores
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(d) L2 read miss latency per thread for FGMT cores

Fig. 15: IRF leakage savings and cache miss latencies for the processors featuring FGMT CPUs

sleep when a cache write miss happens (following a memory
store instruction). However, in case of atomic instructions,
there will be opportunities to power gate register files during
cache write misses as well. Also, using a partitioned register
file for each thread could have further advantages. Instead of
waking up the entire register file at the same time, only the
partitions that needs to be accessed can be woken up more
urgently compared to the rest of the partitions.

0

2

4

6

8

4 5 6 7 8

Number of thread contexts

L
ea

ka
ge

 s
av

in
gs

 (
%

)

2-core 4-core 8-core

Fig. 16: Average IRF leakage energy savings for SMT cores
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