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An easy way to design
|complex program controllers

with less than a handful of functional integrated circuits,
| qnengineer can use a general method to readily put together a logic
program controller to direct even the most involved operations

B
by Cnarles L. Richards, Seaco Computer Displays inc., Garland, Texas*

7 When an electronics engineer needs to design a com-  to index one state (or step) at a time, or to jump forward
splay, Jicated program controller, he may well experience a  or backward to any predetermmed‘state, or to choose
'sinkiﬂg fecling—it could mean a return to the textbooks  which input condition out of many in the same state 1s
o relearn the techniques of transfer tables, combina-  to cause it to either index or jump.

“each | ional and sequential logic, and component min- In fact, the method is so easy to learn and apply that
mization. But a new general design method relieves the  an engineer using it for the first time was able to design
> keys | engineer of these burdens and allows him to configure

nd prototype even an extremely complex logic control- .
‘cuits, f ler w[i)th a minimum of effort, time, and cost. C|OSII'Ig the |00p
rthe § What's more, the generalized approach applies not Readers wanting to discuss this technique further with
he re. § only to straightforward sequential controllers, but also the author can call him on Feb. 12, 13, or 14, between
nnec. § those that implement nonsequential YES-NO and mul- 7 and 10 p.m. CST at (214) 272-9458.
fiple-choice decisions. That is, a controller can be made
&
th
;ntrge 1,Key logic elements. The state counter, multiplexer, and decoder, in color, are the main devices needed to produce a sequential controller

hat indexes from one step to the next. Adding secondary devices permits both nonsequential and priority control actions.
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2. Transfers defined. Diamond denotes transfer condition, while
rectangle denotes transfer function. One function is the action ini-
tiated by a transfer condition of YES, while a transfer condition of NO
can initiate the other transfer function.

and prototype a controller involving 54 different states,
with many states having five decision levels. The con-
troller required 178 integrated circuits, had no logic er-
rors, and worked perfectly the first time power was ap-
plied.

The three integrated circuits shown in color in Fig. 1
form the kernel of the logic-program controller. These
primary devices are a k-bit state (or step) counter, an n-
bit multiplexer, and an n-bit decoder. Here, n, the num-
ber of controller states, equals 2%. For an eight-state
controller, the three 1C devices in plastic dual in-line
packages cost about $12, even when bought at their
maximum, single-unit prices.

By adding another multiplexer and decoder, shown at
the right of Fig. I, to handle secondary input conditions,
the controller can be made to perform condition-prior-
ity and nonsequential—or jump—operations. Appro-
priate jump addresses are fed back to the primary state
counter through AND and NAND gates. More compli-
cated program control can be obtained simply by add-
ing more multiplexers and decoders.

Flow diagram tells all

The design process starts with a statement relating
the controller’s inputs to the output actions to be ini-
tiated by the inputs. The sequence of events can be rep-
resented by a flow diagram of the individual states in
the over-all program. The diagram can be readily con-
verted to a group of logic-state equations, which then
clearly tell how to connect the inputs and outputs, in-
cluding address jumps.

To explain how the generalized controller can be ap-
plied to three applications of varying complexity, it is
necessary to define the terms transfer condition and
transfer function. These are shown symbolically as the
diamond and square in Fig. 2.

The diamond-shaped box represents the transfer con-
dition, which concerns a YES or NO decision. The num-
ber in a diamond is the state (or step) number for that
transfer condition. The transfer condition can be imple-
mented physically by such two-state devices as a therm-
ostat switch, a flip-flop, or a pulse.

The transfer function, denoted by the rectangles in
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Fig. 2, is an action that is started or stopped by

transfer condition. As examples, the transfer functjg,

can gate a digital counter or start a motor. As showy

YES transfer condition initiates one transfer functjg, 3

and a NO another transfer function.

Furthermore, depending on the controller’s appli.
cation, the transfer conditions can be either indepen-
dent of or dependent on the transfer functions. In g g,
pendent case, for example, the transfer condition mj ht
trigger a transfer function that starts a count of 1y
events. The occurrence of the 1,000th count then Serves
as the next transfer condition. In an independent cage,
the next transfer condition might be an input from a
timer occurring 500 milliseconds after the count starts,
whether or not the count has reached 1,000.

1. Designing an eight-state
seqguence controller

Probably the simplest program controller is one that se-
quences from one step to the next. Figure 3 contains the
flow diagram for an eight-state sequence controller,
Transfer functions are not required from any NO condi-
tions, so NO-outputs are simply symbolically looped
back as a condition input. The corresponding logic
gquations are:
FUNCTION A =(STATE 0) (CONDITION A) A
FUNCTION B =(STATE 1) (CONDITION B) A
FUNCTION C = (STATE 2) (CONDITION C) A
FUNCTION D = (STATE 3) (CONDITION D) A
FUNCTION E =(STATE 4) (CONDITION E) A
FUNCTION F =(STATE 5) (CONDITION F) A
FUNCTION G =(STATE 6) (CONDITION G) A
FUNCTION H=(STATE 7) (CONDITION H) A

In logic convention, the product of two terms means
that an output will occur TRUE when each term is TRUE,
That is, for example, FUNCTION A becomes TRUE when
both STATE 0 and CONDITION A are TRUE. Thus, the se-
quence of events is for the controller to remain TRUE in
STATE 0 until CONDITION A becomes TRUE, at which
point the controller initiates FUNCTION A and steps to
STATE 1. Then the controller remains TRUE in STATE |
until CONDITION B becomes TRUE, initiates FUNCTION B.
and steps to STATE 3. When the controller reaches STATE
7, it remains there until CONDITION H becomes TRUE
initiates FUNCTION H, and steps to STATE 0—ready for a
new cycle. In the equations above, the delta denotes on
increment, or step, to the next state.

This eight-state sequence uses commercial integrated
circuits. As shown in Fig. 4, the state counter is a type
74163 four-bit counter. But only three bits are used i
this application, since k = 3 provides the eight state ad-
dresses, binary 000 to 111, corresponding to the 0 to T
states. The counter’s outputs address the 8-to-1 multr-
plexer (type 74151) to select the corresponding transfer
condition and address the 3-to-8 decoder (type 7442) t0
select the corresponding output transfer function. -

For example, when the counter in Fig. 4 outputs 101
the counter thus simultaneously addresses STATE 5. That
is, it addresses CONDITION F of the multiplexer and
FUNCTION F at the decoder.

Electronlcs/February 1, 1979
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3, Flow diagram. Succession of transfer conditions and transfer functions represents the actions needed for the particular application. Here

e task is simple sequence control, in which the controller indexes from one step to the nextin prescribed order,
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4 Sequence controller. In a step-by-step sequence controller, which can be implemented with as few as three IC packages, the multi-
Plexer's Y-output enables the counter to increment the state address for the multiplexer and decoder to yield the required function.

Assume the counter has been RESET to binary 000,
trresponding to STATE 0 in the flow chart. This count
O the multiplexer’s address inputs gates the status of
CONDITION A from the multiplexer’s input to its com-
Plementary Y and W outputs. As long as CONDITION A is
NO, the v output is low and the W output is high. The
low y signal inhibits the counter’s ENABLE-P INPUT, s0
the counter cannot increment even when a cLOCK pulse
Spresent. The W output connects to the decoder’s most-
“enificant-bit output (D) which, if high, inhibits the
Wecoder’s 0 to 7 outputs. But when multiplexer output

80¢s low it enables the decoder output addressed by

¢state counter.

Eiet:trunic:s/February 1,1973

When CONDITION A becomes YES, two things hap-
pen: the multiplexer’s Y output goes high and allows the
state counter to increment on the next CLOCK pulse;
and the W output goes low and enables the decoder, ad-
dressed to 000, to produce a low output on line 0, thus
yielding a signal to initiate FUNCTION A. (Here, a low-
voltage output is defined as a TRUE FUNCTION A.)

When the next CLOCK pulse occurs, the state counter
increments to 001 (or STATE 1), FUNCTION A goes back
high, and the multiplexer’s 001-address then gates CON-
DITION B through the multiplexer, but FUNCTION B from
the decoder appears only when CONDITION B becomes
YES and the counter increments to the next state, In this
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6. Generating jumps. Adding a secondary decoder (function gen

which are also fed back to the state-counter's inputs through gates to produce the new jump address for

manner, the controller steps through to STATE 7 (111).
and when CONDITION H becomes YES, FUNCTION H is
generated, the state counter steps to STATE 0 (000), and
the controller is ready for the next cycle of operation.
Note in Fig. 4 that the address inputs for the state
counter are grounded. The reason is that in this appli-
cation the required state-by-state indexing is carried out
by a CLOCK pulse each time a selected YES condition
drives the multiplexer’s Y output high to ENABLE the
counter. (In more complex controllers, the counter’s in-
puts are addressed according to program requirements,
as will shortly be explained.) Simple as it is, however,
the sequence controller can prove useful, for example,
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where eight conditions must be perfor
order to insure safe and proper opera
tion machine.

2. Designing a nonsequential
alternate-function controller

More complex, and certainly mor _
gram controller that must trigger one transfer funetio®
when a condition is YES and another function if the cOS
dition is NO. Also required is that the controlle
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erator) provides the outputs for the secondary conditions, shown in Fig. b,
the multiplexer and decoders.
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jence to the next state if the condition is YES or jump
 nonsequential state if NO.

Figure 3 contains the flow diagram for a controller
hat can perform these YES-NO decisiopsla{ld nonse-

gential jumps. Here, for example, when it is in STATE 1
and CONDITION B is YES, it will initiate FUNCTION C: but
when CONDITION B is NO, it will initiate FUNCTION B
and jump to STATE 4. The logic equations, developed
iom inspection of the flow diagram (Fig. 5), are:

FUNCTION A =(STATE 0) (CONDITION A) A

FUNCTION B'=(STATE 1) (CONDITION B) = 4

FUNCTION C=(STATE 1) (CONDITION B) A

FUNCTION D =(STATE 2) (CONDITION C) A

FUNCTION E =(STATE 3) (CONDITION D) = 6

FUNCTION F=(STATE 3) (CONDITION D) A

FUNCTION G =(STATE 4) (CONDITION E) A

FUNCTION H=(STATE 5) (CONDITION F)—=>» 6

FUNCTION I =(STATE 5) (CONDITION F) A

FUNCTION J =(STATE 6) (CONDITION G) A

FUNCTION K=(STATE 7) (CONDITION H) A

FUNCTION L= (STATE 7) (CONDITION H) = 0
The horizontal arrows in the equation point to the re-
quired jump state, as determined from the application
flow diagram.

Here, the complement (FALSE) of a function—denoted
by the ban over, for example, FUNCTION A—must ac-
tually be interpreted as the initiation of the required
function so as to be internally consistent with the volt-
age-level convention of the devices in this particular
controller. In these devices, a TRUE logic level means a
high voltage level; a FALSE logic level means a low volt-
age level. Thus, the equations above are logically con-
sistent with their electrical circuit (Fig. 6).

This implementation is substantially similar to that of
the simple sequence controller, except for the addition
of the secondary decoder to develop the nonsequential
addresses for those transfer functions generated by the
four NO conditions. Also required are NAND gates to
drive the state counter to the correct state address and
i AND gate to LOAD that address into the counter. If]
nFig. 5, all conditions go YES in sequence, then the op-
tration is the same as that for the previous sequence
tontroller.

Suppose. though, the controller has sequenced
through to STATE 3, CONDITION D, which if YES initiates
FUNCTION F. However, if CONDITION D is NO, the flow
diagram indicates the controller should jump to STATE 6,
CONDITION G. Referring to Fig, 6, all transfer conditions
are inputted through the 8-to-1 multiplexer, with the
Particular condition gated through the multiplexer
(ransfer-condition selector) depending on the address
Produced by the state counter. Also, depending on the
Wunter’s state address, the primary decoder will pro-
e one primary function, or the secondary decoder
"¢ secondary function. Here, secondary function B oc-
IS at STATE 1, E at STATE 3. H at STATE 5, and L at
'IATE 7. Thus, the controller uses the secondary deco-
tS 1,35, and 7 outputs.

he primary and secondary transfer functions initiate
¢ desired external actions mandated by the particular
“Pplication. A YES primary condition will cause the con-
TO]leF to index to the next state. But the secondary
ictions are fed back as inputs to the state counter to

10
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generate a jump address and to load the state counter
with that address.

Connecting jump addresses

As shown in Fig. 5 and by the logic equations, the re-
quired address jumps are:

FunctionB —=4:E—=6:H—6:L— 0

These state numbers are obtained by addressing the
state counter’s binary-weighted inputs. The counter’s
highest-ordered input (D) is permanently set to low
level. or binary 0. by grounding, since the A, B, and C in-
puts can yield the required eight state addresses.

In Fig. 6. these addresses are developed through two
NAND gates. FUNCTION B inputted to one NAND gate
puts a high-level signal on the counter’s C input and
generates the 100 which is the jump-to-STATE 4 address
applied to the multiplexer and decoders. And FUNC-
TION E is fed through both NAND gates to activate the B
and C inputs to generate 110, the STATE ¢ address. The 0
jump address occurs simply when there are no input sig-
nals on the NAND gates. Note that since only even-num-
bered jump addresses are used, the state counter’s A in-
put is permanently grounded. In applications requiring
odd-numbered addresses, the A input would also be ac-
cessed through a NAND gate by the odd-numbered
functions.

All secondary-decoder jump outputs serve as inputs
to an AND gate that in turn connects to the state counter
LOAD input. Because of the voltage-level convention,
the AND gate actually performs an OR logic function.
Therefore, whenever any jump function appears at the
AND gate inputs, the counter’s A, B, or C inputs LOAD
the counter to set up the jump address at its output.

A few other electrical connections are required. The
multiplexer must enable the primary function generator
for primary (YES) decisions or the secondary-function
generator for secondary (NO) decisions. This is accom-
plished by connecting the multiplexer’s Y-output to the
D (inhibit) terminal of the secondary decoder and the w
output to the D terminal of primary decoder. The Y out-
put also connects to the counter’s ENABLE-P terminal.

Assume the controller state counter has been RESET
to STATE 0. As long as CONDITION A is NO, the second-
ary-function generator’s 0 output is low—but this output
is not used. When CONDITION A becomes YES, the pri-
mary-function generator’s 0-output goes low to generate
FUNCTION A. At the same time the multiplexer’s Y out-
put goes high to drive the state counter’s ENABLE-P in-
put and, on the next CLOCK pulse, the counter incre-
ments to STATE 1. Here, as shown in Figs. 5 and 6, if
CONDITION B is YES, the primary-function generator is
enabled, because W is low, to produce FUNCTION C, and.
because Y is high. the state counter increments to STATE
2 on the next CLOCK. However, if CONDITION B is NO
the low Y signal on the secondary-function generator’s
D terminal enables that decoder to yield FUNCTION B.
And the counter must jump to STATE 4. Therefore,
FUNCTION B gets fed to the counter’s ¢ input through
the NAND gate, and to the LOAD input through the AND
gate. Thus. the next CLOCK pulse loads the counter to a
count of 100. or STATE 4,

In this manner, the controller will either index to the
next state or jump to a prescribed state. As shown in




7. Priority control. Flow diagram indicates controller must give first priority, at any state, to primary conditions, at left, but if a primary congj :
tion is NO and secondary condition—in color—is YES, then controller initiates secondary function and jumps.
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8. Dual decision. Adding a secondary multiplexer, upper right, provides gating of secendary, or low-priority, inputs, with the primary multi

=yt

plexer's enable and inhibit outputs choosing whether to give priority to primary or secondary transfer conditions.

Fig. 5, initiation of FUNCTION L will bypass FUNCTION K
and reset the controller to STATE O, but if CONDITION H
is YES, the controller will first initiate FUNCTION K and
then increment to STATE 0.

3. Designing a nonsequential
priority-condition controller

Consider now any application in which, at one or more
states, two input conditions exist and the program con-
troller has to choose which condition will initiate the

112

next function. Thus, the controller must follow a set of
priority rules. This controller is slightly more complex,
electrically, than the previous two examples, but is still
easily put together with standard ICs.

In STATE 0 of Fig. 7, for instance CONDITION A could
represent a thermostat switch which, if closed (YES) 1ni-
tiates FUNCTION A and indexes the controller to STATE I
But if the thermostat is open (NO), then CONDITION B
should be implemented. Here CONDITION B could be 2
timer input. In STATE 0 the controller is to give first pri-
ority to the temperature input, but if the temperatur¢
does not close the thermostat, then after some elapsed
time the controller will operate through CONDITION B

Electronics/February 1, 1973
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- mp to STATE 2. And if the temperature and time
th YES, then the controller is to obey the move
oy ted by the priority assignment, CONDITION A. Fig-
.d;cﬁ; inchjdes eight high-priority conditions—A, C, D, F,
5 1, and K—and three low-priority conditions—B, E,
y d | _at STATE 0, 2, and 6 with jumps to, respectively,
3 gs 2, 4. and 0. Also a jump is needed to STATE 6
ST;;n CONDITION G, at STATE 4, is NO.
ction of the flow diagram (Fig. 7) leads to the

nspe : : o D
folilo“}’]ing logic equations, which indicate the connec-
jons between the devices making up the controller (Fig.

Again the delta means index to next state, and the
ho’rizoma] arrow means jump to the indicated state.

ﬁyﬁa‘ﬁoTK =(STATE 0) (CONDITION A) A
ZUNCIION B=

(STATE 0) (CONDITION A) (CONDITION B) >2
FUNCIION C = (STATE 1) (CONDITION C) A

FUNCTION D = (STATE 2) (CONDITION D) A
FUNCIION E=

(STATE 2) (CONDITION D) (CONDITON E) > 4
FUNCTION F =(STATE 3) (CONDITION F) A
FUNCIION G = (STATE 4) (CONDITION G) A
FUNCTION H=(STATE 4) (CONDITION G) > 6
FUNCTION 1 =(STATE 5) (CONDITION H) A
FUNCTION 1 =(STATE 6) (CONDITION 1) A

FUNCTION K = ;

(STATE 6) [CONDITION I) (CONDITION J) >0
FUNCTION L = (STATE 7) (CONDITION K) A

Here again the logic equations show that the required
function results when the corresponding decoder output
9068 Jow. to be consistent with device electrical levels.

Generating priorities

In Fig. 8, the high-priority conditions are the same as
the primary conditions used in the previous examples,
i and they are gated through the multiplexer generating
TIONE | | ; e - e . :

the high-priority transfer condition. Another multi-
plexer generates the low-priority transfer conditions.
R Agalp two de_coders are used, one to Qutput the h1gh-
—— priority functions, the other the low-priority functions.
Since this application also requires nonsequential
M— jumps, the jump addresses are obtqined by the same
: procedure of feeding back appropriate secondary (or
low-priority) output functions through NAND gates to
the state counter. And the presence of any one of these
jump functions and the AND gate (operating in an OR
mode) loads the address into the state counter. As in the
preceding example, the addresses developed by the
state counter drive the multiplexers and decoders.

Of particular interest in this example is how the de-
a set of | Vices are connected so that they properly assess the re-
omplex, | quired priority (if any) in a given state, and enable or
s still | inhibit the associated integrated circuits. The Y output
of the primary multiplexer connects to the state
A could | tounter’s ENABLE-P terminal to provide sequential in-
'Es) ini- | dexing when needed. This Y output also goes to the
STATE I | STROBE terminal of the low-priority multiplexer, which
iTioN B | inhibits the low-priority transfer-function selector (mul-
1d be a | tiplexer) any time the selected high-priority transfer
irst pri- | ‘Ondition is TRUE. As in the preceding example, when a
yerature | Multiplexer’s W output, the complement of Y, is low, it
elapsed | nhibits the function output of the related decoder.

-

ary multi-

iTion B | Consider now some of the alternative actions pro-
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vided by this program controller that choose and imple-
ment a function depending on the priorities assigned to
two conditions at a given state. Assume the controller
has been RESET to STATE 0. Here, the high-priority (pri-
mary) multiplexer is addressed to select CONDITION A
and the low-priority (secondary) multiplexer to select
CONDITION B.

If CONDITION A is YES (or TRUE), three things hap-
pen: the Y output of the primary multiplexer ENABLES
the state counter to index to the next step, the W output
of the same multiplexer removes the inhibit on the D
terminal of the primary decoder and thus generates the
addressed FUNCTION A; the Y output, connected to the
STROBE terminal of the secondary multiplexer, inhib-
its— through that multiplexer’s W output—the secondary
transfer-function generator (decoder). As required, the
controller generates FUNCTION A and steps to STATE 1.

However, suppose the controller is in STATE 0 and
that CONDITION A is NO and CONDITION B is YES. As
shown in Fig. 7, the controller in this situation is to ini-
tiate FUNCTION B and jump to STATE 2. Since CONDI-
TION A is NO, the low-priority transfer-function gener-
ator is enabled, resulting in FUNCIION B appearing on
output line 0, as required. Furthermore, this function is
fed back to the state counter’s NAND gate which enables
input-terminal B to a 100 address so the controller
jumps to STATE 4, as required.

For the case where CONDITION A and B are both YES,
the controller is to give priority to, and react to, CONDI-
TION A only. This action is the result of the high Y out-
put of the primary multiplexer inhibiting the secondary
multiplexer and thus preventing CONDITION B from
being gated through to the decoder. Therefore, the con-
troller ignores CONDITION B and the primary Y output
enables the state counter to increment to STATE 1. Of
course, if CONDITIONS A and B are both NO, the control-
ler stays in STATE 0.

In some states, as for example STATE 3, the controller
is required to step to STATE 4 only when a condition
(here CONDITION F) becomes YES. Because the second-
ary multiplexer and decoder are inhibited, the control-
ler indexes in the same manner as in the sequence con-
troller in the first example.

Even without having to make a priority decision, this
controller can also perform YES-NO nonsequential
jumps, as is required at STATE 4. Here, the controller is
to generate FUNCITON G and step to STATE 5 if CONDI-
TION G is YES, or generate FUNCTION H if CONDITION G
is NO. In the YES. or primary condition, the primary
multiplexer inhibits the secondary multiplexer, so the
controller simply generates FUNCTION G and goes to
STATE 5. If CONDITION G is NO, the controller must ini-
tiate FONCTION H and jump to STATE 6. To accomplish
this, a YES condition is permanently connected to input
4 of the secondary controller, shown as the logic one
connection in Fig. 8. Being in STATE 4, with the second-
ary multiplexer enabled through its STROBE connection

and the secondary decoder enabled through its D input,
the controller can then “gate” this permanent YES con-
dition through the multiplexer and decoder to generate
TUNCTION H, as required. Furthermore, this output is
fed to the B and C NAND gates to produce the 110 corre-
sponding to the required jump address of 6. O
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Apprcﬁxima’ting waveforms
with exponential functions

by Robert G. Durnal
Systems Development Division, Westinghouse Efectric Corp., Baltimore, Md.

Many engineering applications require generating a
waveform that matches a characteristic curve of some
device or physical law. Some examples of such wave-
forms are hyperbolic ground-range radar sweeps, fast
automatic-gain-control functions, and automatic light-

IXIMATION

fir

Jevel compensation waveforms for television camg
The most useful and easily generated waveform for 4,
proximating such functions is the decaying exponeng
And using the graphical exponential approximatiaI;‘
technique demonstrated here permits an accurate ﬁttg,g
curve to be obtained in less than two hours. i
To illustrate the technique, an approximation wil j
developed for a typical waveform—a logarithmic VOlff
age function that must be generated to compensate a
particular process. The function is: ?
V= 210g10(tmax/t) v
Voltage V must be accurate to within 0.05 volt for vy,
ues of time t between tmax and 0.25% of tmax. The curve
should be plotted on semilogarithmic graph paper be-

Translated First Difference Translated Second Difference
t/tmax curve approximation error ttmax curve approximation error
V) (V) (V) V) W) V)
0.05 3.002 2.384 0.618 0.005 5.002 4,233 0.769
0.1 2.40 2162 0.238 0.01 4.400 4.053 0.347
0.2 . 1798 1.777 0.021 0.02 3.798 3.735 0063
0.3 1.448 1.460 0.015 0.03 3.446 3.468 —002
0.4 1.196 1.200 0.005 0.04 3.198 3.240 —0045 |
0.5 1.002 0.987 0.015 0.05 3.002 3.047 —0.045
0.6 0.844 0.811 0.033 0.06 2.844 2.880 —0.037
0.7 0.710 0.667 0.043 0.07 2.710 2.737 ~0.027
0.8 0.594 0.548 0.046 0.08 2.694 2.612 —0.018
0.9 0.492 0.450 0.041 0.09 2.492 2,502 -0011 |
1.0 0.400 0.370 0.030 0.1 2.400 2.405 —0.005 |
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quse the decaying exponential, the function to be used
fo approximate voltage V, can then be drawn as a
siraight ling. : .

Voltage V is plotted as a solid black curve in Graph 1.
[t can be seen by inspection that this curve is inflected—
e direction of curvature reverses at the_midpom_t. In-
fected curves are difficult to generate with a series of
sraight-line approximations, which is the method to be
used here. : :

The difficulty can be removed by simply adding a
constant along the entire curve of voltage V. The value
of the constant is not critical, but if it is too large, the
curve will flatten out. (As a rule of thumb, the constant
can be one-half to two-thirds the value of the curve at
the inflection point.)

Graph 1 shows, as a solid color line, voltage V trans-
lated by adding a constant offset voltage of 0.4 v. In this
case, the right-hand portion of the translated curve is
nearly linear. The envelope of the +0.05-v limits is rep-
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TABLE 3: OVER-ALL ERROR

Difference .
error Translated Third Difference
v) t/tmax curve approximation error
s ] (v) (vl V)
. 3
0.769
0.347 0.0015 6.0500 5.833 0.217
0.063 0.002 5.798 5.696 0.102
—0.022 0.0025 5.622 5.5673 0.049
—0.045 0.003 5.446 5.450 —0.004
—0.045 0.004 5.196 5.236 —0.040
—0.037 0.005 5.002 5.050 -0.048
—0.027 0.006 4.844 4.887 —0.044
~0.018 0.007 4710 4744 ~0.035
—0.011 0.008 4.594 4,619 —0.025
~0.005 0.009 4.492 4.507 -0.015
0.01 4.400 4.408 —0.008
]
S GRAPH 3
3|—
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resented by crosspoints (shown in color on the graph) to
aid in choosing the approximation curve.

The first approximation should cover the greatest
possible range of voltage V. Larger errors can be toler-
ated for higher values of t/tmax, Since the tolerance
band is wider for the rightmost section of the curve than
for the leftmost. Additionally, the first approximation
should be drawn below the translated curve to avoid
negative difference errors (between the translated and
approximation curves), which are difficult to plot.

As shown in Graph 1, the first approximation is
drawn for a best fit graphically within the restrictions al-
ready cited. The exponential function of this first ap-
proximation can be written as:

Vi = 2.63exp(-t/0.5 [tmax) - 0.4
where the voltage intercept is 2.63 v, the added constant
150.4v,and Vi = 2.63/e (here, e represents the base for
the natural logarithm) when t/ty, = 0.51.

Table 1 lists the voltage levels of the translated curve
and the first approximation curve for several values of
t/tmax from 0.05 to 1.0. The difference error between
these two curves is computed and then plotted (Graph
2) for values of t/tmax between 0.01 and 0.1, where the
error is largest. Again, the +0.05-v limits are inserted as
an approximating aid.

When the difference-error curve is approximated,
care must be taken not to disturb the accuracy of the
first approximation. Therefore, absolutely zero error is
introduced at t/tmax = 0.1 by locating the straight-line
second approximation at the same point as the first-ap-
proximation difference-error curve. The best fit for the
second approximation is then determined graphically.
Voltage V can now be expressed as a sum of two expo-
nentials and a constant:

V2 =2.63exp(-t/0.51tyay)

+ 1.8exp(~t/0.05ty,x) — 0.4
where V is the entire second approximation. The left-
most portion of this approximation, which is shown in
Graph 2, has a voltage intercept of 1.8 v.

Table 2 shows the voltage levels of the translated
curve and the second-approximation curve for values of
t/tmax between 0.005 and 0.1. The difference errors be-
tween these two curves are within the allowable limits
(of £0.05 V) when t/ty.y is greater than 0.01. The sec-
ond-approximation difference error curve, therefore, is
plotted (Graph 3) for t/t,. from 0.001 to 0.01.

The same graphical technique can now be used to ar-
rive at a third approximation for the leftmost portion of
voltage V. The accuracy of the second approximation is
preserved by making the difference error equal to zero
at t/tmax = 0.01. The best fit for the third approxima-
tion of voltage V yields:

Vi =2.63exp(-t/0.51tyax)

+ 1.8exp(-t/0.05tmax)
+ 1.88exp(~t/0.006tmay) — 0.4

Table 3 gives the difference errors between the trans-
lated curve and the third straight-line approximation
curve. The desired accuracy of £0.05 v is now met for
the specified 400:1 time range—from t/tmay = 0.0025 to
t/tmax = 1.0.

The circuit needed to produce voltage V, therefore,
must consist of three exponential generators and a con-
stant voltage. O
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Built-in LED display decoder
simplifies digital-clock logic

by James Blackburn
University of Western Ontario, London, Ont., Canada

Many solid-state readouts are supplied with their own
built-in decoders, which can simplify the logic needed
to produce a blanked display. For example, the Hew-
lett-Packard Co. type 5082-7300 numeric light-emitting-
diode indicator accepts four-line (1, 2, 4, 8) binary-
coded-decimal logic inputs. An input of 1000 generates
a “l” display, while the complement of this signal
(0111) results in a blank display. Therefore, the Q and
Q outputs of a flip-flop can cause H-P’s LED display to
show either a 1 or blank.

This property is particularly useful in simplifying the
logic required for a digital clock to make the transition
from 12:59 to 1:00. Obviously, 13:00 must be inhibited
in favor of a reset to 1:00. Since modulo-10 counters
have integral reset-to-zero functions, the least-signifi-
cant digit of the hours display must be reset to 1 in-
directly. Additionally, the hours’ most-significant digit

must be blanked, causing the clock display to be |.q

Because of the display’s built-in decoder, the deg,
reset-to-1 operation can be accomplished with o} v
dual-input NAND gates and one J-K flip-flop. The ﬂiv
ﬂlop drives the most-significant digit of the hours dis.
play.

When the time is 12:59, the flip-flop is in the 1 sty
and the decade counter’s A and B outputs are hig};
while its BDj, C, and D terminals are low. At the eng of
the next minute, a negative transition OCCUTS at the
counter’s A; input. Its A output then goes low and ig in-

verted by gate Gy, causing input BD; to go high so thy =

the display reading should be 13:00.

Both inputs to gate G are now high, producing a Jgy 1

at its output, which is inverted by gate Gs. The twog jy.
puts to gate G4 then go high, causing the flip-flop to re.
set to the 0 state and the decade counter to reset to zerg,
This generates a blank at the most-significant digit of
the hours display, and, because of the inversion at gate
Gy, all is generated at the least-significant hours digit,
The clock display now shows 1:00 as the time.

The transition from 13:00 to 1:00 occurs so quickly
that the clock display indicates only a transition from
12:59 to 1:00. O

Engineer's Notebook is a regular feature in Electronics. We invite readers 1o submit eriginal
design, applications. and measurement ideas. We'll pay 550 for each item published

Digital clock display. Because of its built-in decoder, Hewlett-Packard's solid-state readout reduces the logic required to blank a clock’s
display when making the transition from 12:59 to 1:00. The complement of the signal that blanks the readout produces a 1.
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